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Использование стороннего искусственного интеллекта выходит за рамки простого 
аутсорсинга программного обеспечения, полагая глубокую интеграцию чужеродных 
алгоритмических систем в процессы принятия управленческих решений, обработки 
конфиденциальной информации и формирования потребительского поведения, что 
порождает новые, уникальные риски, лежащие на стыке кибербезопасности, эко-
номики, права и геополитики. Среди них – риски утечки и несанкционированного 
использования данных, стратегической зависимости от иностранных технологиче-
ских платформ, манипуляции рынками, а также возникновения системных сбоев в 
масштабах целых отраслей вследствие ошибок в алгоритмах или целенаправленных 
кибератак. Фокус исследования смещается с технических параметров ИИ на анализ 
его роли как инструмента экономического и, потенциально, политического влияния. 
Объект исследования – цифровая экономика. Предмет исследования – экономиче-
ская безопасность интеллектуальных решений. Целью данной работы является ком-
плексный анализ угроз экономической безопасности, связанных с использованием 
ИИ сторонних производителей, их систематизация и разработка направлений для 
выработки защитных мер. Для достижения поставленной цели необходимо решить 
ряд задач, таких как – рассмотреть страновую принадлежность ключевых произво-
дителей, идентифицировать и классифицировать риски, а также провести их эври-
стическую аналитику системных и несистемных рисков.
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ВВЕДЕНИЕ
Современный этап технологического разви-

тия характеризуется стремительной интеграцией 
искусственного интеллекта (ИИ) во все сферы 
экономической деятельности – от автоматизации 
рутинных операций до сложного прогнозного 
моделирования и управления стратегическими 
ресурсами – ИИ становится ключевым факто-
ром конкурентоспособности и экономического 
роста в цифровой экономике, но параллельно 
с открывающимися возможностями возникает 
комплекс новых вызовов, связанных с эконо-
мической безопасностью, особенно в контексте 
использования решений сторонних, в том числе 

иностранных, производителей. Экономическая 
безопасность в данном аспекте понимается как со-
стояние защищенности национальной экономики, 
корпоративных структур и индивидов от вну-
тренних и внешних угроз, способных подорвать 
их устойчивость, стабильность и потенциал раз-
вития. Актуальность исследования обусловлена 
растущей зависимостью государств и компаний 
от ограниченного круга поставщиков критиче-
ски важных ИИ-технологий, что создает новые 
векторы уязвимости.

ОСНОВНАЯ ЧАСТЬ
Состояние мирового рынка искусственного 

интеллекта отличается высокой степенью кон-
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центрации, при которой доминирующие позиции 
занимают компании из нескольких технологиче-
ски развитых стран: «…технологии искусственного 
интеллекта применимы к различным сферам дея-
тельности хозяйствующих субъектов любой формы 
собственности, поскольку могут успешно и эффек-
тивно устранять подавляющее большинство так 
называемых системных противоречий и конфликтов 
за счет специфических индивидуальных ресурсов» 
[ 1, с. 44 ]. Подобная концентрация технологий сама 
по себе является фундаментальным фактором 
экономического риска, создавая структурную за-
висимость для остальных участников глобальной 
экономики и прямо влияя на уровень цифровиза-
ции национальной экономики: «…цифровизация 
повышает конкурентоспособность как отдельных 
предприятий, так и экономики страны в целом, 
позволяя более эффективно использовать активы 
предприятий, повышая доходы собственников, пер-
сонала, государства» [ 2, с. 124 ].

Представленная таблица наглядно демон-
стрирует абсолютное доминирование компаний 
из Соединенных Штатов Америки в сфере раз-
работки передовых моделей искусственного ин-
теллекта, особенно в сегменте фундаментальных 
и генеративных языковых моделей. Такие плат-
формы, как GPT от OpenAI или Gemini от Google, 
де-факто становятся глобальными стандартами 
и цифровой инфраструктурной основой для тысяч 
прикладных сервисов по всему миру, что создает 
для США беспрецедентный уровень технологиче-

ского и, как следствие, экономического влияния. 
Контроль над «алгоритмическим ядром» [ 3 ], [ 4 ] по-
зволяет не только извлекать колоссальную ренту, 
но и задавать направления цифрового и техноло-
гического развития, стандарты взаимодействия 
и, что наиболее важно, определять этические 
и прикладные границы функционирования ИИ [ 5 ]. 
Китай, в свою очередь, демонстрирует стратегию 
создания параллельной, суверенной экосистемы 
ИИ, ориентированной прежде всего на внутрен-
ний рынок и страны-партнеры в рамках инициа-
тивы «Один пояс – один путь». Модели вроде Ernie 
Bot от Baidu или Tongyi Qianwen от Alibaba являются 
инструментами импортозамещения и технологи-
ческой независимости, а также рычагом усиления 
глобальной конкуренции. Касательно европейских 
производителей, таких как Mistral AI из Франции 
или Stability AI из Великобритании, они занимают 
нишевые позиции, пытаясь конкурировать за счет 
открытости, специализации или иных архитек-
турных решений, но их рыночная доля и влияние 
несопоставимы с американскими и китайскими 
гигантами. Российские разработки, представлен-
ные моделями GigaChat (до сих пор непонятно 
какие языковые модели использует) и YandexGPT, 
находятся на стадии активного развития, в значи-
тельной степени ориентированы на внутренний 
рынок в условиях роста геополитической напря-
женности и санкционных ограничений. Их клю-
чевая задача – обеспечение технологического 
суверенитета и базовой функциональности в кри-

Таблица 1 
Ключевые модели искусственного интеллекта и страны-производители

Модель / Платформа Страна-производитель Тип ИИ / Назначение

GPT-4, DALL-E, ChatGPT (OpenAI) США Генеративные AI, обработка естественного языка (NLP), 
генерация текста, изображений

Gemini, BERT, LaMDA (Google) США Поисковые алгоритмы, NLP, мультимодальные AI-системы
Claude (Anthropic) США NLP, диалоговые системы с акцентом на безопасность
GitHub Copilot (Microsoft/GitHub) США Генерация программного кода
Midjourney США Генерация изображений по текстовому описанию

Ernie Bot (Baidu) Китай NLP, диалоговые системы, интеграция с поиском и серви-
сами

Tongyi Qianwen (Alibaba) Китай NLP, облачные AI-сервисы для бизнеса
Yi-34B (01.AI) Китай Открытые языковые модели
Stable Diffusion (Stability AI) Великобритания Генерация изображений с открытым исходным кодом
Mistral AI Франция Открытые и проприетарные языковые модели
GigaChat (Сбербанк – куплена 
у европейских компаний) Россия NLP, диалоговые системы, аналитика данных

YandexGPT (Яндекс) Россия NLP, поиск, рекомендательные системы

DeepSeek (глубокий поиск) Китай Разработка фундаментальных моделей, участие в со-
вместных проектах (например, с 01.AI)

Источник: составлено авторами.
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тически важных отраслях, таких как финансы, 
государственное управление и телекоммуника-
ции. Географическая принадлежность произво-
дителя ИИ перестает быть просто технической 
характеристикой, превращаясь в стратегический 
фактор, определяющий степень внешней зави-
симости, уязвимость к санкционному давлению 
и доступ к наиболее передовым технологическим 
решениям. Использование ИИ сторонних про-
изводителей порождает широкий спектр рисков, 
которые можно структурировать на системные 
и несистемные, так системные риски обладают 
свойством вызывать каскадные негативные по-
следствия для всей экономической системы или 
ее крупных сегментов, в то время как несистем-
ные риски локализованы на уровне отдельной 
компании или проекта.

Системные риски представляют наибольшую 
угрозу для экономической безопасности государ-
ства в целом, так как стратегическая технологи-
ческая зависимость проявляется для государства 
в том, что критически важные отрасли – финансы, 
энергетика, здравоохранение, транспорт – на-
чинают базироваться на алгоритмах и инфра-
структуре, контролируемой иностранными субъ-
ектами. В условиях эскалации международных 
конфликтов это создает риск целенаправленного 
отключения сервисов, скрытого внедрения де-
структивных логик или шантажа, то есть угроза 
национальной безопасности и конфиденциаль-
ности данных напрямую вытекает из модели ра-
боты многих ИИ-сервисов, особенно облачных. 
Данные, обрабатываемые на стороне поставщика, 
могут становиться объектом доступа спецслужб 
страны-производителя в соответствии с ее нацио-
нальным законодательством (как, например, Cloud 
Act в США). Более того, агрегированные массивы 
данных могут использоваться для шпионажа, 

формирования подробных цифровых портретов 
населения и элит, что представляет прямую угрозу 
государственному суверенитету. 

Манипуляция рынками и экономическими 
показателями является еще одним серьезным си-
стемным риском, алгоритмы торговых платформ, 
систем кредитного скоринга или прогнозирова-
ния спроса, будучи разработанными с учетом 
интересов определенных игроков или государств, 
могут искусственно искажать цены, ограничивать 
доступ к ресурсам для нежелательных компаний 
или целых регионов, создавать искусственный 
дефицит или избыток. Дестабилизация рынка 
труда, вызванная массовой автоматизацией, также 
носит макроэкономический характер и требует 
продуманной государственной политики по пере-
обучению и социальной поддержке. Концентрация 
экономической мощи в руках нескольких техно-
логических корпораций подавляет конкуренцию 
и суверенное технологическое развитие, созда-
вая «цифровые колониальные» отношения, при 
которых остальные участники рынка вынуж-
дены подчиняться правилам, устанавливаемым 
монополистами.

Несистемные риски, хотя и имеют локаль-
ный характер, в совокупности могут наносить 
значительный ущерб и подрывать устойчивость 
национальной экономики. Операционные сбои, 
такие как простои облачных платформ постав-
щика ИИ, могут парализовать работу тысяч за-
висимых компаний, приводя к прямым финансо-
вым потерям, не менее важны комплаенс-риски, 
особенно в свете ужесточающегося регулирова-
ния в области защиты данных (GDPR в Европе) 
и этики ИИ. Компания, использующая сторон-
ний ИИ, который, к примеру, дискриминирует 
определенные группы лиц (например, отдаёт 
приоритет англосаксонским группам влияния 

Таблица 2 
Классификация рисков использования ИИ сторонних производителей

Категория риска Конкретные проявления рисков

Системные риски

Стратегическая технологическая зависимость
Угроза национальной безопасности и конфиденциальности данных
Манипуляция рынками и экономическими показателями
Дестабилизация рынка труда в макроэкономическом масштабе
Концентрация экономической мощи и подавление конкуренции

Несистемные риски

Операционные сбои и зависимость от надежности поставщика
Несоответствие законодательству (комплаенс-риски)
Финансовые потери вследствие некорректных решений ИИ
Репутационный ущерб
Проблемы интеграции и технологической совместимости

Источник: составлено авторами.
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в экономике, культуре, языке и т.д.) или нарушает 
правила обработки персональных данных, несет 
полную ответственность по закону, несмотря на то 
что алгоритм разработан внешним поставщи-
ком. Финансовые потери могут быть следствием 
ошибок в алгоритмах рекомендательных систем, 
систем управления инвестициями или прогноз-
ной аналитики, а репутационный ущерб возни-
кает в случаях, когда использование неэтичного, 
предвзятого или неудачного ИИ-решения прямо 
вызывает общественный резонанс и потерю дове-
рия клиентов. Проблемы интеграции, в свою оче-
редь, увеличивают стоимость владения и создают 
технологическую зависимость от конкретного 
вендора, снижая гибкость бизнеса.

Минимизация выявленных рисков требует 
выработки комплексного и сбалансированного 
подхода  к самому развитию суверенной циф-
ровой экономики – на государственном уровне 
необходима разработка и реализация суверенной 
политики в области ИИ, включающей стимули-
рование внутренних исследований и разработок, 
создание нормативно-правовой базы, регулиру-
ющей использование иностранных ИИ-решений 
в критической инфраструктуре, а также установ-
ление строгих стандартов для проверки алго-
ритмов на безопасность, этичность и отсутствие 
предвзятости. Важным инструментом является 
развитие международного сотрудничества для 
выработки общих принципов регулирования ИИ, 
что позволит снизить фрагментацию цифрового 
пространства и создать более предсказуемые 
условия для развития технологий.

На уровне компаний ключевыми мерами 
являются проведение тщательного аудита сто-
ронних ИИ-решений перед их внедрением, ди-
версификация поставщиков для снижения ри-
сков концентрации, инвестиции в собственные 

компетенции в области данных и машинного 
обучения, а также разработка планов действий 
на случай сбоев или прекращения обслуживания 
со стороны вендора. Осознание того, что ИИ яв-
ляется не просто инструментом оптимизации, 
а стратегическим технологическим и цифровым 
активом, использование которого сопряжено 
со значительными рисками, является первым 
и необходимым шагом к построению цифровой 
экономики, способной противостоять вызовам 
цифровой эпохи [ 6 ]. Дальнейшие исследования 
в данной области могут быть сфокусированы 
на разработке количественных методик оценки 
уровня рисков, анализе отраслевой специфики 
угроз и изучении эффективности конкретных 
регуляторных мер, принимаемых различными 
странами для защиты своего экономического 
суверенитета.

ЗАКЛЮЧЕНИЕ
Проведенное исследование позволяет сделать 

вывод о том, что использование искусственного 
интеллекта сторонних производителей пред-
ставляет собой цифровой и технологический вы-
зов для экономической безопасности как на на-
циональном, так и на корпоративном уровне. 
Доминирование на мировом рынке ИИ огра-
ниченного круга стран, в первую очередь США 
и Китая, создает объективные предпосылки для 
возникновения стратегической зависимости, 
утечки критически важных данных и внешнего 
манипулятивного воздействия на экономические 
и политические процессы. Классификация рисков 
на системные и несистемные демонстрирует, что 
угрозы носят не только технический, но и гео-
экономический и геополитический характер, 
фактически приводя к потере национального 
суверенитета в области технологий и цифровых 
сервисов.
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