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Исследование сосредоточено на использовании динамической скрытой марков-
ской модели (DHMM) для оптимизации распределения ресурсов в платформе без-
серверных вычислений. Безсерверные вычисления как новая парадигма облачных 
вычислений характеризуются динамичностью и неопределенностью потребно-
сти в ресурсах, что создает вызовы для их распределения. В данном исследовании 
сначала рассматриваются фон и значимость безсерверных вычислений, подчерки-
вая важность оптимизации распределения ресурсов для снижения операционных 
затрат и повышения эффективности использования ресурсов. Затем подробно опи-
сываются параметры и методы оценки DHMM модели, включая матрицу вероятно-
стей перехода состояний A, матрицу вероятностей наблюдений B, вектор начальных 
вероятностей состояний π, количество состояний M и количество возможных зна-
чений наблюдений N. Анализ переходов состояний позволяет модели DHMM про-
гнозировать изменения потребности в ресурсах, обеспечивая поддержку принятия 
решений по управлению ресурсами. Исследование также включает этапы проверки 
модели, такие как подготовка данных, обучение модели и кросс-валидация, чтобы 
гарантировать точность и надежность модели. В конечном итоге, исследование пока-
зывает, что модель DHMM может эффективно улучшить производительность плат-
формы безсерверных вычислений, повысить ее адаптивность и имеет важное тео-
ретическое и практическое значение.
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Using the DHMM model to optimize 
resource allocation analysis  
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This study focuses on optimizing the resource allocation of the dynamic Hidden Mar-
kov model (DHMM). As an emerging cloud computing paradigm, the dynamics and uncer-
tainty of its resource requirements bring challenges to resource allocation. This study first 
introduces the background and research significance of servers less computing, empha-
sizing the importance of optimizing resource allocation to reduce operating costs and 
improve resource utilization. Then, the parameter definition and estimation method of 
DHMM model are elaborated, including state transition probability matrix A, observation 
probability matrix B, initial state probability vector π, state number M and possible num-
ber of observed values N. Through state transition analysis, the DHMM model is able to 
predict changes in resource demand and provide decision support for resource manage-
ment. The study also involved model validation steps, including data preparation, model 
training, and cross-validation, to ensure the accuracy and reliability of the model. Finally, 
the study shows that DHMM model can effectively improve the performance of server-less 
computing platform and enhance its adaptability, which has important theoretical signif-
icance and practical value.
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ВВЕДЕНИЕ
Современные безсерверные вычислительные 

платформы предоставляют пользователям воз-
можность выполнять программный код и сами 
вычисления без необходимости директивного 
управления инфраструктурой. Подобный подход 
позволяет значительно сократить затраты на под-
держку серверов, упростить масштабирование 
процессов и повысить эффективность использо-
вания, как финансовых, так и материальных ре-
сурсов. Динамическая природа таких систем, где 
рабочие нагрузки (производственная мощность) 
могут меняться в зависимости от времени суток, 
дня недели или сезонности, создает прикладные 
сложности для оптимального распределения ре-
сурсов. В условиях высокой вариативности спроса, 
ограниченности вычислительных мощностей воз-
никает необходимость в разработке методов ана-
лиза и прогнозирования распределения ресурсов 
мощностей, которые позволят минимизировать 
издержки, максимизировать производительность, 
увеличить экономическую эффективность в плане 
экономии финансовых ресурсов и затрат рабо-
чего времени. Одним из перспективных подходов 
к решению этой задачи является использова-
ние скрытых марковских моделей (англ. Hidden 
Markov Models, HMM), в частности их дискретной 
версии – модели DHMM (Discrete Hidden Markov 
Model). DHMM представляет собой статистиче-
скую модель, которая позволяет анализировать 
последовательности наблюдений и выявлять 
скрытые состояния системы, влияющие на эти 
наблюдения – эффективный контур обратной 
связи с подкреплением. На безсерверных плат-
формах подобными наблюдениями могут быть ме-
трики использования ресурсов (например, частота 
вызова функций, время выполнения запросов, 
объем потребляемой памяти), а скрытыми ресурс-
ными состояниями – различные режимы работы 
системы, такие как периоды высокой нагрузки, 
низкой активности или переходные состояния. 
Экономический аспект данной проблематики 
состоит в том, что неоптимальное распределение 
ресурсов может привести к значительным финан-
совым потерям: избыточное выделение ресурсов 
ведет к увеличению финансовых затрат на облач-
ную инфраструктуру, тогда как их недостаток 
может вызвать задержки в обработке запросов 
и снижение качества обслуживания пользовате-
лей. То есть оптимизация распределения ресур-
сов становится ключевым фактором повышения 
экономической эффективности безсерверных 
платформ на принципах= Парето-оптимальности. 

Теоретическая значимость данного исследования 
состоит в изучение возможностей применения 
модели DHMM для анализа и прогнозирования 
распределения ресурсов в безсерверных вычис-
лительных системах. Автор выдвигает теоретиче-
скую гипотезу, что использование DHMM позволит 
более точно идентифицировать скрытые режимы 
работы платформы, что, в свою очередь, обеспе-
чит более эффективное управление ресурсами, 
снижение операционных затрат, позволяя достичь 
ресурсного оптимального состояния всей системы. 
В рамках этого исследования автор рассмотрел 
теоретические основы модели DHMM, проана-
лизировал ее применимость для решения задачи 
оптимизации распределения ресурсов, а также 
рассмотрел экономические выгоды от внедрения 
такой модели. 

ОСНОВНАЯ ЧАСТЬ
В эпоху цифровой трансформации безсер-

верные вычисления становятся ключевой тех-
нологией, позволяющей разработчикам сосре-
доточиться на создании кода без необходимости 
управления инфраструктурой. Однако динамич-
ная и неопределенная природа распределения 
ресурсов в безсерверных вычислительных плат-
формах делает традиционные методы малопри-
годными для таких задач. В этом исследовании 
предлагается использовать динамическую скры-
тую модель Маркова (DHMM) для прогнозирова-
ния изменений в ресурсных потребностях и оп-
тимизации их распределения. Теоретическая 
значимость данного подхода заключается в том, 
что DHMM вводит новый способ анализа измене-
ний в потребностях ресурсов, обогащая теорети-
ческую базу безсерверных вычислений. Модель 
анализирует динамические процессы, помогая 
глубже понять переходы состояний и разрабо-
тать более эффективные алгоритмы управления 
ресурсами. Практическая значимость этого под-
хода проявляется в возможности оптимизации 
распределения ресурсов, что позволяет сократить 
эксплуатационные расходы, повысить скорость 
реакции системы и улучшить пользовательский 
опыт. Использование DHMM помогает предска-
зывать колебания спроса, снижая узкие места 
в производительности и затраты, что делает этот 
подход полезным как для научного сообщества, 
так и для облачных провайдеров, стремящихся 
к гибкой и эффективной архитектуре. Модель 
DHMM сочетает цепи Маркова и анализ временных 
рядов для описания и прогнозирования измене-
ний состояния системы. В контексте безсервер-
ных вычислений эта модель позволяет отражать 
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динамику спроса на ресурсы, прогнозировать 
будущие потребности на основе исторических 
данных и преобразовывать задачу распределения 
ресурсов в задачу идентификации последова-
тельностей состояний, анализируя вероятности 
их переходов и наблюдений. Модель DHMM обе-
спечивает точные прогнозы изменений в нагруз-
ках, что делает её мощным инструментом для 
гибкого и экономичного управления ресурсами 
в безсерверной среде.

В модели DHMM параметры играют важную 
роль в описании динамики изменения потреб-
ности в ресурсах на безсерверной вычислитель-
ной платформе. Параметр A представляет со-
бой матрицу вероятностей перехода состояний, 
где элементы aija_{ij} показывают вероятность 
перехода из состояния ii в состояние jj. Эта ма-
трица описывает возможные переходы между 
различными уровнями потребности в ресурсах, 
при этом 0≤aij≤10 \leq a_{ij} \leq 1 и для каждого 
состояния ∑jaij=1\sum_{j}a_{ij} = 1. Параметр B опи-
сывает вероятность наблюдения определенного 
значения потребности в ресурсах kk в состоянии 
jj, что позволяет моделировать распределение 
спроса на ресурсы в зависимости от состояния. 
Параметр π – это вектор вероятности начального 
состояния, где πi\pi_i указывает вероятность того, 
что система начнет с состояния ii, и сумма всех 
πi=1\pi_i = 1. Параметр M определяет количество 
состояний, которые описывают уровни потреб-
ности в ресурсах, например, низкий, средний 
и высокий, а параметр N указывает на количество 
возможных значений наблюдаемой потребности 
в ресурсах, например, для загрузки процессора 
это может быть количество интервалов.

Для оценки параметров модели DHMM 
обычно используется метод максимального прав-
доподобия. Для матрицы AA это означает подсчет 
частоты переходов между состояниями на основе 
исторических данных. Оценка матрицы BB также 
производится через частоту наблюдения значе-
ний потребности в ресурсах в каждом состоянии. 
Вектор начальных состояний π\pi оценивается 
на основе статистики начальной потребности 
в ресурсах. Определение параметров MM и NN 
требует учета характеристик платформы и может 
включать методы, такие как кластерный анализ, 
для более точного определения состояний и ин-
тервалов значений.

Анализ переходов между состояниями явля-
ется ключевым элементом модели DHMM, с эко-
номической точки зрения, этот процесс играет 
важную роль в управлении затратами и повы-

шении эффективности использования ресурсов 
безсерверных платформ. Так как включает в себя 
определение состояний потребности в ресурсах, 
оценку вероятностей переходов между этими 
состояниями на основе исторических данных 
и анализ факторов, оказывающих влияние на эти 
переходы. Такой подход позволяет выявить зако-
номерности спроса, что дает возможность про-
вайдерам минимизировать издержки на под-
держание избыточных мощностей одновременно 
обеспечивая высокую доступность ресурсов для 
пользователей. Также строится матрица пере-
ходов, которая описывает вероятности перехода 
из одного состояния в другое – экономическая 
ценность матрицы переходов заключается в том, 
что она позволяет рассчитать ожидаемые затраты 
на обслуживание ресурсов в различных сценариях, 
помогая компаниям принимать обоснованные ре-
шения о распределении бюджета. Использование 
матрицы переходов способствует более точному 
прогнозированию пиковых нагрузок, что особенно 
важно для предотвращения экономических по-
терь, связанных с недостатком ресурсов. То есть 
подобный процессный инструмент помогает 
предсказать будущие изменения в потребности 
в ресурсах и оптимизировать распределение ре-
сурсов, а снижение количества ошибок при про-
гнозировании приводит к уменьшению штрафов 
за невыполнение SLA (соглашений об уровне об-
служивания), которые могут быть весьма значи-
тельными для облачных провайдеров. В условиях 
высокой конкуренции на рынке облачных услуг, 
экономическая эффективность становится одним 
из ключевых факторов успеха, именно анализ пе-
реходов между состояниями позволяет провайде-
рам не только реагировать на текущие изменения 
спроса, но и заранее планировать распределение 
ресурсов, что снижает операционные расходы. 
Например, если модель показывает высокую ве-
роятность перехода системы из состояния низкой 
активности в состояние повышенной нагрузки, 
провайдер может заранее выделить дополнитель-
ные ресурсы, избежав необоснованных задержек 
(потерь времени), как и потери клиентов.

Дополнительно, экономический эффект 
проявляется в возможности масштабирования 
ресурсов в зависимости от прогнозируемых по-
требностей, что снижает затраты на хранение 
и обслуживание неиспользуемых мощностей. 
Проведение анализа переходов также позволяет 
выявить повторяющиеся паттерны спроса, такие 
как суточные или сезонные колебания, что дает 
возможность провайдерам предлагать гибкие та-
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рифные планы, адаптированные под конкретные 
нужды клиентов. Такие тарифы могут включать 
скидки на использование ресурсов в периоды 
низкой активности, что повышает привлекатель-
ность сервиса для пользователей и увеличивает 
доход компании.

Кроме того, внедрение экономически обо-
снованных решений на основе анализа переходов 
между состояниями способствует улучшению 
общего качества обслуживания. Это, в свою оче-
редь, положительно влияет на лояльность клиен-
тов и снижает уровень их оттока, что напрямую 
связано с увеличением долгосрочной прибыли 
компании. Таким образом, анализ переходов 
между состояниями в модели DHMM представ-
ляет собой не только технический, но и мощный 
экономический инструмент, который помогает 
оптимизировать затраты, улучшить качество ус-
луг и повысить конкурентоспособность облачных 
провайдеров. Например, если прогнозируется, что 
система перейдет из состояния низкой потребно-
сти в состояние высокой, это позволяет заранее 
скорректировать выделение ресурсов, чтобы из-
бежать проблем с производительностью. Таким 
образом, подробный анализ переходов позволяет 
более точно управлять ресурсами на безсервер-
ных вычислительных платформах и повышать 
эффективность их использования.

Этапы проверки модели DHMM включают 
подготовку данных, обучение модели, перекрест-
ную проверку, выбор показателей эффективности, 
оценку и анализ результатов, а также оптими-
зацию модели. В процессе подготовки данных 
собираются исторические данные о потребности 
в ресурсах безсерверной вычислительной плат-
формы, которые используются для обучения мо-
дели. На этапе обучения оцениваются параметры 
модели, такие как матрица вероятности перехода 
состояний, матрица вероятности наблюдения 
и вектор вероятности начального состояния. Далее 
проводится перекрестная проверка с разделением 
данных на обучающую и тестовую выборки, чтобы 
оценить способность модели к обобщению.

Для оценки эффективности модели применя-
ются различные метрики, включая точность, пол-
ноту и оценку F1. Точность измеряет насколько 
верно модель прогнозирует состояние спроса 
на ресурсы, полнота – это способность модели 
выявлять изменения в спросе, а оценка F1 отра-
жает сбалансированную эффективность модели, 
учитывая как точность, так и полноту. Алгоритм 
Баума-Уэлча используется для оптимизации 
параметров модели, выполняя итерационные 

вычисления до сходимости. После оптимиза-
ции модель тестируется в реальных условиях 
на безсерверной платформе, что позволяет до-
полнительно настроить модель в соответствии 
с рабочими нагрузками.

Показатели эффективности модели DHMM, 
такие как точность, отзыв, оценка F1 и использо-
вание ресурсов, помогают всесторонне оценить 
ее способность к прогнозированию и оптимиза-
ции распределения ресурсов, что снижает опе-
рационные расходы и повышает эффективность 
использования ресурсов.

ЗАКЛЮЧЕНИЕ 
В данном исследовании был проведен ана-

лиз и оптимизация проблемы распределения 
ресурсов безсерверных вычислительных плат-
форм с использованием динамической скрытой 
марковской модели (DHMM). С экономической 
точки зрения эффективное управление мате-
риальными и финансовыми ресурсами в таких 
системах напрямую влияет на эффективность 
управления затратами облачных провайдеров 
и конечных пользователей. Результаты показали, 
что модель DHMM эффективно прогнозирует 
изменения спроса на ресурсы, точно оценивая 
вероятность перехода состояний и вероятность 
наблюдения. Экономическая ценность такого 
прогнозирования заключается в возможности ми-
нимизировать издержки на поддержку избыточ-
ных вычислительных мощностей, одновременно 
обеспечивая высокий уровень обслуживания – 
это позволяет платформам заранее реагировать 
на колебания спроса, оптимизируя распределение 
ресурсов и снижая эксплуатационные расходы. 
Оптимизация расходов становится особенно важ-
ной в условиях растущей конкуренции между 
облачными провайдерами, где снижение затрат 
может стать ключевым конкурентным преимуще-
ством. На прикладном уровне применение модели 
улучшает производительность, адаптируемость 
и гибкость платформ перед изменяющимися 
рабочими нагрузками. Кроме того, повышение 
производительности системы способствует уве-
личению чувства удовлетворенности клиентов, 
что, в свою очередь, может привести к росту до-
полнительных доходов за счет привлечения новых 
пользователей и снижения оттока существующих. 
Оценка параметров модели и анализ переходов 
состояний предлагают научную методологию для 
прогнозирования динамических процессов в без-
серверных вычислениях, способствуя разработке 
соответствующих алгоритмов. Экономический эф-
фект от внедрения таких алгоритмов может быть 
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